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A B S T R A C T   

Heart disease is one the leading causes of death globally, making the early detection of it crucial. Emerging 
technologies such as machine learning and deep learning are now being actively used in biomedical care, 
healthcare, and disease prediction. The focus of this paper is on the prediction of coronary heart disease (CHD) 
using a risk factor approach. Predictive techniques such as K-Nearest Neighbors, Binary Logistic Classification, 
and Naive Bayes are evaluated on the basis of metrics such as accuracy, recall, and ROC curves. These base 
classifiers are compared against ensemble modelling techniques such as bagging, boosting, and, stacking. A 
comparitive analytical approach was used to determine how ensemble techniques can be used to improve pre-
diction accuracy of coronary heart disease. The modelling technqiues are tested on the ‘Cardiovascular Disease 
Dataset,’ which contains 70,000 records of patient data for coronary heart disease. Bagged models are shown to 
have an averaged increased accuracy of 1.96% in comparison to their traditional counterparts. Boosted models 
had an average accuracy of 73.4% but had the highest AUC score of 0.73. The stacked model involving KNN, 
random forest classifier, and SVM proved to be the most effective with a final accuracy of 75.1%. In addition, the 
perfomance of the tested models was validated using data-analytic technqiues and K-Folds cross-validation.   

1. Introduction 

There have been numerous developments in the field of medical care 
such as fitness and health bands. Furthermore, devices such as electro-
cardiograms and CT scans help in the detection of coronary heart dis-
ease. However, the high cost and infeasibility of these machines are 
major factors that have led to the death of 17 million patients due to 
coronary heart disease annually [1]. Among all human diseases, the 
chronic disease group is considered the most dangerous as shown by a 
Lancet Study on Global Burden of Disease Study in 2013 [2]. The risk 
factors associated with the disease include excessive alcohol consump-
tion, high blood pressure, and the sex and age of a patient. These con-
ditions are often found in high-income countries such as the United 
States, where 87% of deaths were caused by chronic diseases [3]. 
However, a particular concern should be given to low and 
middle-income countries where the prevalence of chronic diseases has 
seen an increase in the number of cases. “In the slums of today’s 
megacities, we are seeing non-communicable diseases caused by un-
healthy diets and habits, side by side with undernutrition [4].” Con-
ventional methods of detecting coronary heart disease include 
angiography which has drawbacks like high cost, various side effects, 
and requirements of strong technological knowledge [5]. 

To overcome the issues associated with conventional methods, non- 

invasive methods based on predictive machine learning models can be 
leveraged [6]. The contribution of the current work includes making an 
intelligent diagnostic system based on contemporary machine learning 
methods. In this study, 6 base models were explored: Logistic Regression 
(LR), Support Vector Machine (SVM), and K-Nearest Neighbors (KNN), 
Decision Tree (DT), Naïve Bayes (NB), and Neural Network (MLP). These 
models are then extensively compared to their ensemble counterparts on 
the basis of accuracy, specificity, and sensitivity to arrive at the optimum 
model for clinical use. The developed system and model are based on the 
‘Cardiovascular Heart Disease’ dataset, which is publicly available on 
Kaggle [7]. All processing, visualization, and computation was done on 
Jupyter Notebooks, using python. The main contributions of this study 
include:  

• The dataset used is relatively much larger (70,000+ values) in 
comparison to traditional, smaller datasets used such as the Cleve-
land Dataset and the Hungarian Heart Disease Dataset (200–1000 
values). This helps create realistic and higher performing models  

• The paper evaluates the performances of base models against their 
bagged counterparts. Traditional papers are limited to either one 
method 
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• The study also involves stacking and boosting. These ensemble 
techniques have not been explored extensively in traditional papers 
relating to coronary heart disease prediction  

• The study includes statistical and qualitative analysis of the datasets. 
Pattern analysis of variables in relation to coronary heart disease 
prediction has not been discussed in detail in prior research. 

The paper is organized as follows: a review of research related to the 
study is presented in Section II. A description of the dataset used in 
provided in Section III. Section IV presents feature analysis and exam-
ines correlations between the target variable and features. Experimental 
results of base and ensemble models are provided in Section V. The 
discussion is given in Section VI. 

2. Literature review 

In the growing field of data science and medical care, the need for 
automated diagnostic systems is increasing. Data scientists have devel-
oped several models, which have helped aid in the field of medical care. 
Previous studies have shown that neural networks, Naive Bayes classi-
fiers, and associative classification are powerful methods for diagnosing 
coronary heart disease. This is because associative classification pro-
vides high data accuracy and data flexibility, which traditional classi-
fiers lack [8]. In order to develop a heart disease classifier, a data mining 
algorithm was built for data gathering and for predictive modelling. 
Thousand CHD patient records were mined, and the authors used a 
Support Vector Machine (SVM), Artificial Neural Network (ANN), and a 
Decision Tree (DT) for the binary classification job. The models 
respectively produced accuracies of 92.1%, 91%, and 89.6%. Further-
more, K-folds validation and confusion matrices were used to evaluate 
the consistency, sensitivity, and specificity of the data [9]. Another data 
scientist used ensemble to increase data consistency and increase data 
accuracy. The author used bagging and boosting on Naive Bayes and 
Multilayer Perceptron Neural Networks. These ensemble techniques 
increased the accuracy by an average of 7.26% in predicting coronary 
heart disease. The use of SVMs in disease prediction has also proven 
helpful. Majid Feshki made use of Particle Swarm Optimization and 
Feed-Forward backpropagation neural networks to optimize features. 
The methods yielded an accuracy of 91.94% [10]. The K-Means Clus-
tering was used for feature extraction from the frequent patterns that 
were mined using the Maximal Frequent Itemset Algorithm (MAFIA). 
Lastly, Muhammad, Tahir et al. conducted a comprehensive analysis of 
base classifiers for the prediction for coronary heart disease [11]. The 
Extra-Tree Classifier (ETC) proved the most effective with an accuracy of 
92.09% and AUC of 97.92%. This was followed by Gradient Boosting, 
which had an accuracy of 91.34%. The study also highlighted the effect 
of feature selection algorithms such as Lasso and Relief. 

A simple and reliable feature selection method was proposed to 
determine the heartbeat case using the weighted principal component 
analysis (WPCA) method. The proposed method enlarged the ECG sig-
nal’s amplitude and eliminated noises, yielding an accuracy of 93.19% 
[12,13]. Backpropagation methods [14] help compare classification 
accuracies. The author delivered high accuracy output from his models. 
A comparative analysis [15] of accuracies on heart disease prediction 
used the Naive Bayes classifier, SVM, and logistic regression. The highest 
accuracy, 80%, was yielded by the SVM, depicting its scope in predic-
tion. Furthermore, Nilashi et al. showcased that fuzzy SVMs with Prin-
cipal Component Analysis (PCA) are able to achieve higher accuracies at 
predicting coronary heart disease at a lower componential time, using 
incremental learning [16]. 

Artificial Neural Networks have been employed in previous research 

related to heart disease prediction. Olaniyi and Oyedotun [17] proposed 
a three-step model based on an ANN to diagnose angina, which achieved 
an accuracy of 88.89%. Das et al. [18] produced an ANN 
ensemble-based predictive model, using a statistical analysis system. 
This achieved a classification accuracy of 89.01% and a specificity of 
95.91%. Dutta et al. showcased that their proposed CNN architecture 
reached an accuracy of 77% to predict coronary heart disease and pre-
dicted negative cases with higher accuracy in comparison to traditional 
methods such as SVMs and Random Forests [19]. Lastly, Jabbar et al. 
[20] created a multilayer perceptron ANN-driven backpropagation 
learning algorithm and feature selection algorithm for coronary heart 
disease. In order to diagnose heart disease, an integrated decision sup-
port medical system based on ANN and Fuzzy Analytical Hierarchical 
processing was designed by the authors [21]. 

Clustering techniques have also been identified as helpful in diag-
nosing coronary heart disease [22]. Data scientists cross-compared 
various clustering techniques such as EM, Cobweb, K-Means, Farthest 
First, etc. The most effective proved to be a density-based approach to 
diagnosing coronary heart disease. Spectral clustering [23] has also 
been used in a CBIR of cardiac models [24] to help diagnose congestive 
heart values. The novel model yielded an accuracy of 83%. 

Ensemble techniques have proved extremely powerful in predicting 
heart disease. A group of researchers [25] cross-compared three algo-
rithms: c4.5, j4.8, and the bagging algorithm, and concluded that 
bagging was the most powerful, with an accuracy of 81.41%. This de-
picts the scope of ensemble techniques. Two researchers [26] combined 
various models and compared their respective strengths. The most 
powerful model was produced by combining a fuzzy Naive Bayes with a 
genetic algorithm. This had an accuracy of 97.14%. A group of re-
searchers [27] helped develop a new cost function to address the limi-
tations of the previous ensemble techniques: feature selection and low 
accuracy. Lastly, Baccouche et al. used an ensemble classifier with a 
BiLSTM or BiGRU model with a CNN model to achieve a F1 score of 
between 91 and 96% for prediction of heart disease [28]. The research 
highlighted that ensemble frameworks could overcome the problem of 
predicting upon an unbalanced dataset. 

3. Data 

The data, extracted from Kaggle, was unprocessed. The data was 
arranged into columns and a comma-separated values file. It contained 
no null values, and all variables were continuous or categorical. How-
ever, the dataset had two potent flaws. Firstly, it had a large standard 
deviation. The dataset was deep tailed with extreme values i.e., global 
anomalies. To combat this effectively and for consistency in data, the 
upper and lower 2% percentiles were trimmed for all continuous vari-
ables which had a high standard deviation. Furthermore, there were 
outliers such as where the Systolic Blood Pressure was lower than the 
Distal Blood Pressure. Implausible data points such as these were 
removed to allow for realistic data-points and predictions by the model. 
Lastly, the numeric variables, which were not categorical, were 
normalized between the range of 0 and 1 to allow for uniformity 
throughout the dataset. The target variable was balanced with close to 
an equal distribution of cases with and without coronary heart disease 
after preprocessing. This meant weighting was not to be applied during 
data analysis to balance the target variable. Post preprocessing (see 
Fig. 1) of continuous variables resulted in the following statistical fea-
tures of the dataset [29]: 

As shown in Table 1, there are 5 continuous variables in the dataset. 
These variables have been trimmed to remove extreme datapoints. 
Therefore, the range of the continuous variables are plausible and 
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practical. On the other hand, there are 6 categorical variables, with 4 
being binary. The other two categorical variables, cholesterol, and 
glucose, have values denoted by 1, 2, or 3. This represents the level of 
the attribute i.e., 3 showcases high glucose levels, while 1 shows low 
glucose levels. The target variable in this dataset is the cardiovascular 
disease i.e., a binary output. 

4. Feature analysis 

To examine the correlation between features and the target variable, 
Pearson’s coefficient [30] was used to form a heatmap. To explore the 
relationships presented in the heatmap, similar data-points were 
grouped to gauge at clustering power. Age and systolic blood pressure 
were group with a mapping of the target variable. This helps showcase 
the distribution of the target variable more clearly. 

Fig. 2 depicts a graph of two major continuous variables, which had 

high Pearson Coefficients. It maps the continuous variables against 
cholesterol to showcase patterns in the dataset. It made use of a random 
sample of 400 data-points to prevent biases in data. Fig. 2 shows that 
most coronary heart disease patients had higher cholesterol and systolic 
blood pressure. However, as Fig. 2 shows, the relationship of age with 
the target variable is not clear in the clustering technique employed. 

As this task was classification based, the data-analytics explored 
clusters of data-pointswith a mapping of the target variable. Patterns in 
the data were observed using centroid-based clustering. K-Means [31] 
was used to calculate the position of the centroids, restricted to two 
dimensions for easy data visualization purposes. The centroids were 
plotted for the four continuous variables to identify clusters. Two graphs 
were produced for each set of variables: one with a mapping of the target 
variable and another with the clusters formed using the centroids. Fig. 3 
serves as a sample, showcasing the clustering methodology for the dia-
stolic and systolic blood pressure. 

The centroid positions were calculated by: 

X (data set) = {x1, x2, x3....xc}

V (cluster set) = {v, v, v3.....vn}

Σ
c

i=1
Σ
ci

j=1

(
||xi − vj||

)2

’ci
’ is the number of date points in ith cluster and

’c’ is the number of cluster centers
’||xi − vj||

’ is the Euclidean distance between xi and vj 

Fig. 3 depicts that clustering is an effective method when employed 
to the blood pressure variables. The diastolic and systolic blood pressure 
are shown as they had the highest Pearson and LASSO coefficients (see 
Fig. 4). As depicted in the graphs, patients with and without coronary 
heart disease can be sorted into clusters. The graphed data shows that 
clusters 5, 6, and 7 are where most of the patients having CHD lie. The 
other three continuous variables - age, height, and weight - were tested 
similarly, but they showed weaker yet significant classification. This 
hints at K-Means and other clustering methods working well in this 
classification task. 

Curves of best fit were plotted for each of the 5 continuous variables. 
Age depicted a strong linear relationship while the rest of the variables 
depicted a polynomial or curved relationship. The patients diagnosed 
with coronary heart disease are towards the higher end of each variable. 
This shows that logistic classification could be powerful in classifying 
the data. 

Lastly, to conclude data analysis and quantified feature analysis, the 
z-value [32] and the derived p-value were calculated for each variable, 
both categorical and continuous, with respect to the target variable. This 
would help filter variables for logistic regression but not for 
clustering-based models. The results showed gender to have a low 
Z-Value of − 0.655 and a P > |z| of 0.512. Therefore, gender was not 

Fig. 1. The image shows the distribution of the continuous variables. A Dis-
tribution of variables before pre-processing. B Distribution of variables post 
pre-processing. 

Table 1 
Attributes of data post pre-processing.  

Sr. No Attribute Name Range 

1 Age 30 to 65 
2 Height 125 to 207 
3 Weight 40 to 150 
4 Sex Binary 
5 Systolic Blood Pressure 70 to 240 
6 Diastolic Blood Pressure 50 to 182 
7 Cholesterol 1, 2 or 3 
8 Glucose 1, 2 or 3 
9 Smoking Binary 
10 Alcohol Intake Binary 
11 Physical Activity Binary 
12 Cardiovascular Disease Binary  

Fig. 2. 3-D graph of major variables with a mapping of the target variable.  
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used as an input feature for logistic regression. The other variables 
showed high Z values, in a range of − 4.21 (Height) and 60.68 (Systolic 
BP). 

5. Experimental setup and results 

After carrying out feature analysis, Least Absolute Shrinkage and 
Selection Operator (LASSO) was used for feature selection. Feature se-
lection is important to remove irrelevant features that affect the classi-
fication performance of models. LASSO is based on updating the 
absolute value of feature coefficients. Features with lower coefficients 
are removed while ones with higher are retained in the dataset (see 
Fig. 4) . 

The processed dataset was modeled using base classifiers to 

determine their effectiveness. The processed dataset did not include 
alcohol, smoking, and glucose as features as their coefficients were less 
than <0.01 when tested with LASSO. 75% of points were used for 
training the model while 25% were kept for testing evaluating perfor-
mance metrics. Furthermore, to increase the randomness of the data 
points and to prevent overfitting, the data points were randomized in the 
dataset. 

To validate the results yielded by the models, K-Fold validation was 
used. In this experiment, 10 K-Folds was used. The results of each per-
formance metric was averaged and returned for the respective model. 
Lastly, using nested loops, ranging over large values, the major hyper-
parameters such as the verbosity, iterations, and leave nodes were 
optimized to give the optimum results. Grid search was then used to get 
the optimum combination of hyper-parameters for each model tested. 
The algorithm was created using python and sci-kit learn was used for 
the modelling of the dataset. 

5.1. Traditional classifiers 

Table 2 shows that base classifiers had a similar level of accuracy, 
with an average of 72.3%. The neural network had the highest accuracy, 
73.93%, coupled with the greatest AUC (see Fig. 5). 

The decision tree (D1) proved to be the most successful base classi-
fier, with an accuracy of 73%. Although having received a high AUC 
score, it lacked a high recall score. This means the actual class of having 
coronary heart disease was predicted incorrectly. Therefore, a modified 
version of the decision tree (D2) was proposed, giving an equal balance 
between the recall and precision but with significantly lower accuracy of 
71.4%. However, it had a more balanced recall and precision score of 
72.6% and 71.7% respectively. This modified decision tree had a larger 
number of leaf nodes per branch in comparison to the prior one. 

Fig. 3. Clusters formed by systolic blood pressure. A Clusters of datapoints 
formed. B Datapoints mapped with the target variable. 

Fig. 4. Graph showing results of LASSO feature Selection.  

Table 2 
Performance metrics of traditional classifiers.  

Model Accuracy Recall Precision 10-K 
Folds 
STD 

F1 
Score 

AUC 

Logistic 
Classification 

71.4 67.8 72.6 0.58 70.1 0.72 

K-Nearest 
Neighbors 

71.6 66.6 73.3 0.43 69.8 0.71 

Decision Tree 
(J48) 

73.0 63.3 77.8 0.56 69.8 0.72 

SVC 72.2 62.9 76.7 0.49 69.1 0.72 
Gaussian Naive 

Bayes 
71.4 61.2 76.3 0.84 67.9 0.70 

Neural Network 
(MLP) 

73.9 69.1 75.2 0.62 72.0 0.73  

Fig. 5. Receiving operator curves for base classifiers.  
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5.2. Dense neural network 

A dense neural network is a supervised learning algorithm, which 
modifies weights and biases during training to achieve at the optimum 
combinations. The MLP had a fully connected neurone architecture with 
a low learning rate to allow the model to arrive at the global optimum set 
of weights and biases. 

Proposed architecture: 
Dense Input layer, 128 neurons (input dim = 11) 
Batch Normalization, Batch Dropout (0.6) 
Dense Hidden layer, 256 neuron, activation = ‘sigmoid’ 
Batch Normalization, Batch Dropout (0.3) 
Dense Hidden layer, 256 neuron, activation = ‘SoftMax’ 
Batch Normalization, Batch Dropout (0.15) 
Dense Hidden layer, 256 neuron, activation = ‘sigmoid’ 
Batch Normalization 
Dense Output layer, activation = ‘relu’ (output dim = 2) 
Optimizer: Adam, Adaptive, Dynamic Learning Rate of 0.01 
Loss function: Categorical cross entropy 

The neural network was trained for over five-hundred epochs, as 
shown in Fig. 6. The multi-layer perceptron based neural network 
showed the highest testing accuracy of 73.9% and a F1 score of 72.0%. 
The score was achieved for 172 epochs, where the loss function reached 
a global minima of 0.5380. 

5.3. Ensemble techniques 

Ensemble techniques aim to reduce variance across a singular model 
by combining various heterozygous or homozygous models. In boosting, 
a strong classifier is built by combining several different weak classifiers 
with an iterative process. However, bagging is a homogenous technique 
where base classifiers are fitted on various subsets of the data to help 
aggregate their performance. Furthermore, random forests will be 
explored, a bagging algorithm as it fits various subsets of the data over 
multiple decision trees. The number of estimators was varied across each 
ensemble model to gauge the optimum number. 

5.3.1. Boosting 
Boosting is a homogenous technique, where the base classifier is 

trained upon subsets of data to help produce several models of moderate 
performance. The wrongly classified data points are then sorted into 
subsets and fitted to the next model. Therefore, by combining various 
weak learners, using a cost function, the variance of the model is 
decreased. The base estimator used was the default i.e., the tree algo-
rithm, CART. The major hyperparameters such as estimators and the 
number of times the model is boosted was varied through an iterative 
process to reach the optimum number. The best combination of hyper- 
parameters was then chosen through grid searching. 

Fig. 7 depicts that the Gradient boosting algorithm was the most 
effective from the three boosted models evaluated while the least 
effective method proved to be the ADA Booster. Furthermore, the 
number of estimators was directly proportionate to the accuracy until 
150 estimators. For estimators greater than 150, the accuracy gradually 
decreased for the models except for the XGB Booster (see Fig. 7). 

Fig. 6. Evaluation of neural network. An Accuracy of network with epochs. B 
Loss of model with varying epochs. Fig. 7. Boosted models’ accuracy with varying number of estimators.  

V. Shorewala                                                                                                                                                                                                                                     



Informatics in Medicine Unlocked 26 (2021) 100655

6

5.3.2. Bagging 
Bagging involves generating multiple versions of a predictor and 

using them to get an aggregated predictor. Using plurality voting, the 
aggregation averages the different versions of the predictor. This in-
creases the performance of a weak classifier by using homogenous 
models in parallel and then averaging the outcome using a function. 
Each model was bagged, and the cross compared to the original base 
model. 

The results show that the ensemble technique of bagging was effec-
tive and increased the accuracy of each model by at least +1.8% (see 
Fig. 8). Furthermore, the recall and precision scores were also increased 
by a positive factor. This means that the number of false positives and 
negatives are reduced, and the overall performance of the model is 
bettered. 

Following this, the random forest model was explored. It fits data on 
multiple decision trees and averages the bias throughout the models. 
This prevents overfitting of the data on a singular decision tree, while 
also decreasing variance within the data. However, the issue with the 
random forests is the complexity involved in the model, which increases 

the computational time in comparison to a singular decision tree. The 
random forests were pruned and the number of base estimators, the 
number of trees, was varied to arrive at the optimum number. The op-
timum number of trees was 147, yielding an accuracy of 74.42%. 

5.3.3. Stacking 
The last ensemble technique explored was stacking, which is a 

powerful modelling method, combining heterogeneous weak learners. 
Multiple layers are created, where each model passes their results to the 
layer on top. The topmost layer makes the final decision while the 
bottom-most layer receives the inputs from the original dataset. The 
meta classifier used for combining the different classifiers is the majority 
vote. The topmost layer, or the final model, is the binary logistic clas-
sifier as that proved to be the most effective. The set of base classifiers 
available for stacking is shown below. 

Models = {Decision Tree, Random Forest, Naive Bayes, K-Nearest 
Neighbors, SVC} 

To arrive at the optimum stacked modelling, each subset of models 
was created using backtracking and then fitted to the stacked model. 

The stacking of KNN, random forest classifier, and support vector 
machine with logistic regression as the meta-classifier produced the 
highest accuracy of 75.1% (see Fig. 9).

6. Discussion 

Current research mainly focuses upon traditional classifiers. The only 
ensemble techniques explored for diagnosing coronary heart disease are 
boosting and random-forest classifiers. This study helps showcase how 
stacking and bagging are effective and more reliable methods than the 
ones currently being tested. On a study on the Cleveland dataset, the 
random-forest classifier and decision tree were found to be the most 

Fig. 8. Accuracy comparison of bagged and base models.  

Fig. 9. Accuracy of best stacking models.  

Table 3 
Statistical evaluation of bagged and boosted models.  

Model Accuracy Recall Precision F1 
Score 

AUC 

Bagged Logistic 
Classification 

73.6 68.2 75.2 71.5 0.71 

Bagged K-Nearest 
Neighbors 

73.6 66.6 73.5 69.9 0.72 

Bagged Decision Tree (J48) 74.8 67.4 76.2 71.5 0.73 
Bagged SVC 74.1 63.4 76.9 69.5 0.72 
Bagged Gaussian Naive 

Bayes 
73.3 61.1 76.2 67.8 0.70 

Bagged Random Forest 74.4 67.3 76.6 71.2 0.73 
XGB Boost 73.6 73.56 75.95 71.7 0.74 
Gradient Boosting 73.2 73.79 75.35 72.4 0.73 
AdaBoost 73.5 73.26 76.92 70.7 0.73  
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effective [33]. As shown in Table 3, the random forest classifier and 
decision tree proved to be the most effective in our study as well with 
accuracies of 74.4% and 74.8% respectively. Previous studies have also 
showcased how bagged models are more effective to their traditional 
counterparts [34], which is clearly shown in the results yielded by this 
study as well. Several studies that used ensemble techniques for pre-
diction of coronary heart disease support the fact that boosted models 
and random forests outperform base classifiers significantly [35–37]. 
The boosted models employed outperformed the base classifiers for each 
metric evaluated in this study as well. This included AdaBoost, Gradient 
Boosting, and XGBoost. 

This study explores stacking as an alternative to traditional methods 
for the prediction of coronary heart disease in patients. As shown in the 
results, stacking of models proved to have the highest accuracy as 
compared to base-classifiers and other ensemble techniques. This 
alternative has not been explored extensively in previous literature 
related to predicting coronary heart disease. Although previous studies 
provide models with greater accuracies, their datasets are significantly 
smaller than the one explored in this study. This renders most previous 
models impractical with real data. However, the proposed model deals 
with a large dataset, making the proposed model more practical, effi-
cient, and robust. 

7. Conclusion 

This research analyzes the effectiveness of machine learning in pre-
dicting coronary heart disease. Firstly, the data analytics revealed pat-
terns in the data and important features for the binary logistic 
classification. The statistical approach in addition to the k-nearest 
neighbors played a vital part and allowed for effective feature selection 
from the dataset. The models explored, however, had a capped accuracy 
at 75%. The base models analyzed had an average accuracy of 71.92% 
while the neural network approached 73.97% accuracy. The ensemble 
techniques of bagging, boosting, and stacking proved effective in raising 
the accuracy of the base models. The average accuracy change shown by 
bagging was +1.9%, raising the bagged models’ average accuracy to 
73.82%. While boosting, the Gradient Boosting approach proved to be 
the most powerful, yielding an accuracy of 73.89% when optimized. The 
K-Folds Cross-Validation depicted the consistency in the results pro-
duced with models: accuracies had low standard deviations ranging 
from 0.3% to 0.6%. Stacking, involving heterozygous models, proved to 
be the most effective ensemble method, producing an accuracy of 
75.1%. This involved stacking KNN, random forest classifier, and sup-
port vector machine with logistic regression as the meta-classifier. 

However, the other statistical methods depicted flaws in the models. 
The precision of each model was high, with an average of 76.1%. 
However, the recall score was considerably lower, which decreased the 
area under the Receiving Operator Curves as well. An average of 66.8% 
was achieved for the recall score across all models. In the future, we aim 
to validate the proposed model on lab test data to gauge the practicality 
of the predictions. Additionally, other ensemble techniquessuch as 
ensemble neural networks will be explored. Currently, the study was 
limited to ensemble techniques such as boosting, bagging, and stacking. 
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